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This paper examines a key difference between constraint conjunction and constraint weight addi-
tivity, arguing that the two do not share equivalent empirical coverage. In particular, constraint 
conjunction in weighted probabilistic grammar allows for super-additive constraint interaction, 
where the effect of violating two constraints goes beyond the additive combination of the two 
constraints’ weights alone (e.g., Albright 2009; Green & Davis 2014). A case study from parasitic 
tone harmony in Dioula d’Odienné demonstrates super-additive local and long-distance segmental 
feature similarities that increase the likelihood of tone harmony. The super-additivity in Dioula 
d’Odienné is formally captured via weighted constraint conjunction in Maximum Entropy Har-
monic Grammar (Goldwater & Johnson 2003). Counter to previous approaches that supplant con-
straint conjunction with weight additivity in Harmonic Grammar (e.g., Potts et al. 2010), 
information-theoretic model comparison herein reveals that weighted constraint conjunction im-
proves the grammar’s explanatory power when modeling quantitative natural language patterns. 
 
Keywords: constraint conjunction, superadditivity, Maximum Entropy, Harmonic Grammar, 
Dioula d’Odienné 

1 INTRODUCTION1 

Phonological ganging is a type of cumulativity in constraint interaction wherein one strong con-
straint C1 can be overtaken by two weaker constraints C2 and C3 together but not by C2 or C3 

independently (e.g., Jäger & Rosenbach 2006). In traditional, strict-ranking Optimality Theory 
(OT; Prince & Smolensky 2004), phonological ganging is achieved via the (local) conjunction of 
two constraints—e.g., C2&C3—as defined in (1) (Smolensky 1993, 2006; Ito & Mester 1998, 
2003; Baković 2000; a.o.; cf. Crowhurst & Hewitt 1997). Conjunctions of constraints usually come 
with locality domain restrictions (e.g., Lubowicz 2005), and are assumed to be ranked above their 
simplex counterparts: C2&C3 » C2 , C3 (e.g., Baković 2000:27–28ff). 
 
(1) C2&DC3 Assign a violation if both C2 and C3 are violated (in local domain D). 
 
The pair of tableaux below illustrates ganging using constraint conjunction. In (2), the winning 
candidate (a) violates only one of the lower-ranked constraints, C2 or C3, and the losing candidate 

                                                 
1 Acknowledgements to Kie Zuraw, Brian Smith, Laura McPherson, Sharon Inkelas, Gunnar Hansson, Robert Daland, 
Joe Pater, Rachel Walker, Anne-Michelle Tessier, Christopher Green, Eric Baković, Lauren Hall-Lew, Colin Wilson, 
and audiences at WCCFL 33, GLOW 38, UC Merced, and UC Berkeley for discussion on various portions of this 
work. 
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violates the more highly-ranked constraint, C1. But, if both C2 and C3 are violated, as in candidate 
(3a) in the second tableau, then the highly-ranked conjunction of C2&C3 is also violated. In this 
way, the combined ganging effect of violating both C2 and C3 overtakes the C1. 
 
(2)    C2&C3 C1 C2 C3 
  a. Winner   1  
  b. Loser  1   

 
(3)    C2&C3 C1 C2 C3 
  a. Loser 1  1 1 
  b. Winner  1   

 
In contrast to strict-ranking OT, weighted constraint approaches in Harmonic Grammar 

(HG; e.g., Legendre et al. 1990; Smolensky & Legendre 2006) can achieve ganging via cumulative 
constraint addition, leading many to posit that constraint conjunction may not be a necessary mech-
anism in HG (e.g., Farris-Trimble 2008; Potts et al. 2010; Pater 2016). The HG tableaux in (4)–
(5) illustrate the same ganging effect as shown in (2)–(3). In tableau (4), the winning candidate (a) 
violates only one of the more lowly weighted constraints, C2 or C3, incurring a lower harmony (࣢) 
score than the losing candidate (b), which violates a more highly weighted constraint C1. Ganging 
occurs, as in (5), when both C2 and C3 are violated: the sum of the weighted violations of the 
simplex constraints C2 and C3 is additively greater than a single violation of C1. So a candidate 
(5a) that violates both lower-weighted constraints loses to a candidate (b) that only violates the 
higher-weighted constraint. 
 
(4)    C1 C2 C3 ࣢ 
    3 2 2  
  a. Winner  1  2 
  b. Loser 1   3 

 
(5)    C1 C2 C3 ࣢ 
    3 2 2  
  a. Loser  1 1 4 
  b. Winner 1   3 

 
 This paper argues that additive constraint cumulativity in Harmonic Grammar does not 
entirely supplant constraint conjunction, and that constraint conjunction is need in HG to capture 
quantitative phonological patterns. There are at least two major points of difference between con-
straint conjunction and additive cumulativity that have been previously noted. The first is struc-
tural, in that additive cumulativity in HG has a different way of modeling locality conditions on 
the domains of constraint interaction than constraint conjunction does (Pater 2016; on locality 
conditions in conjunction, see e.g., Baković 2000; Lubowicz 2005). The second point of differ-
ence—and the focus of this paper—is that conjunction in HG has the ability to capture super-
additivity effects in quantitative phonological patterns (suggested by Albright 2009; also imple-
mented by Green & Davis 2014). Super-additivity occurs when the cumulative effect of two con-
straints goes above and beyond the summation of the two simplex constraints’ weights. Super-
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additivity can be captured in HG as weighted constraint conjunction, in which each conjoined 
constraint, C2&C3, receives an independent weight, above and beyond the additive effects of sin-
gular constraints C2 and C3. This is illustrated in (6), where the conjunction C2&C3 is also assigned 
a weight independent of the weights of C2 and C3. The losing candidate, which violates the con-
junction C2&C3 and simplex constraints (C2, C3), receives a harmony score of 6. Compared to the 
HG tableau in (5) that does not have weighted constraint conjunction, the winning candidate in 
(6b) wins by a larger harmony score margin over its competitor (Δ࣢ = 3) than the winning candi-
date in (5b) does (Δ࣢ = 1). 
 
(6)    C2&C3 C1 C2 C3 ࣢ 
    2 3 2 2  
  a. Loser 1  1 1 6 
  b. Winner  1   3 

 
 Being able to capture super-additive effects using weighted constraint conjunction in HG 
advantageously provides more explanatory power in modeling patterns found in variable natural 
language data. This paper presents evidence from a case in Dioula d’Odienné tone (henceforth, 
Dioula; Mande, Côte d’Ivoire) that illustrates such a need for super-additivity. An information-
theoretic model selection and comparison methodology is introduced to assess the contribution of 
weighted constraint conjunction to the grammar, measuring the trade-off between the loss of re-
strictiveness that comes with adding conjoined constraints to CON and the gain of predictive accu-
racy over the observed data (see also Wilson & Obdeyn 2009 for a similar approach). The main 
message here is that we suffer a potentially significant loss of information and explanatory power 
if grammars are a priori restricted from having constraint conjunction. Instead, the necessity and 
viability of conjunction must be quantitatively assessed against noisy natural language data. 
 The paper is organized as follows. Section 2 introduces the implementation of weighted 
constraint conjunction used herein, with toy grammars to demonstrate the differences between 
Harmonic Grammar approaches with and without conjunction. Section 3 presents data from a tone 
alternation phenomenon in Dioula d’Odienné nouns that illustrates the need for super-additivity. 
In §4, grammars for Dioula with and without constraint conjunction are tested and compared using 
information-theoretic model selection. Section 5 discusses extensions and consequences of 
weighted constraint conjunction, as it is implemented here: how relaxing the non-negativity re-
quirement in constraint weights enhances the conjunction effect (§5.1), and how the weight of 
evidence test can also identify cases in which super-additivity is not necessary (§5.2). Section 6 
concludes. 

2 MODELING CUMULATIVE GANGING 

To capture quantitative phonological patterns, Maximum Entropy Harmonic Grammar is used here 
(henceforth MaxEnt; Goldwater & Johnson 2003; Wilson 2006; Jäger 2007; Hayes & Wilson 
2008; a.o.). MaxEnt uses weighted constraints, as with non-stochastic HG; however, instead of 
winner and loser candidates in OT and non-stochastic HG, a MaxEnt grammar produces a proba-
bility distribution over the candidate set based on constraint weights. As such, MaxEnt grammars 
are able to model both variable and (near-)categorical distributions. From candidates’ harmony 
scores (࣢), which are based on multiplying constraint violations with respective constraint weights 
(7), the probability of a given candidate can be calculated over all other possible candidates (8). 
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(7) ࣢ሺݔ|ݕሻ ൌ 	∑ ,ݕ௜ሺܥ௞ݓ ሻݔ

ே
௞ୀଵ ࢑࢝ =  ∙  ,࢏࡯

 
  where ݕ = candidate for input ݔ, 
  ,௜ܥ ௞= weight of constraintݓ  
,ݕ௜ሺܥ   ,ݕ௜ that ሺܥ ሻ = number of violations ofݔ  ሻ incurs, andݔ
  ܰ = vector of constraints ሺܥ௜ଵ  .௜ேሻܥ…
 
(8) ܲሺݔ|ݕሻ = exp൫െ࣢ሺݔ|ݕሻ൯ /ܼሺݔሻ, 
 

where Z(x) = ∑ exp	ሺെ࣢ሺݔ|ݕሻሻ௬∈ࣳሺ௫ሻ , and 
ࣳሺݔሻ = set of candidate output forms given input ݔ. 

 
The MaxEnt results reported herein were fitted using the MaxEnt Grammar Tool (Hayes et al. 
2009). MaxEnt grammars are a part of a general class of statistical models, known also as log-
linear or multinomial logistic regression models. Some differences between MaxEnt Harmonic 
Grammar that are imposed by Optimality-theoretic assumptions are discussed in §5.1. 
 Weighted constraint conjunction for super-additive ganging effects is akin to a standard 
feature in regression models: interaction terms. In regression modeling, interactions occur when 
the effect of  two constraints on a third are not merely additive—that is, when the combination of 
two constraints has an effect that is over and above the mere addition of those two constraints on 
their own. Such interactions are commonplace in linguistic systems and analyses, and have been 
demonstrated in numerous phonetic, sociolinguistic, psycholinguistic, and corpus studies that 
computationally model quantitative linguistic patterns. For example, an interaction between topi-
cality and prototypicality can overpower a strong animacy-based preference in English genitive 
construction choice (Jäger & Rosenbach 2006).  

Interactions are implemented in regression models as the product of two constraints, C1*C2, 
which can receive its own weight w, independent of the weights assigned to C1 and C2 separately, 
as shown in (9): 
 
ଵܥଵݓ (9) ൅	ݓଶܥଶ ൅ ଵܥଷሺݓ ൈ ଶሻܥ ൅ ⋯൅ݓ௞ܥ௜ே ൌ ࢑࢝	 ∙ ࢏࡯ ൌ 	࣢ሺݔ, ݅ሻ 
 
When the possible violations of constraints are limited to ∈{0, 1}, then the multiplicative interac-
tion term—i.e., C1*C2—is equivalent to previously implemented forms of constraint conjunction 
(i.e., C1&C2), locality conditions aside. But, when the possible violations are positively un-
bounded, ∈[0, +∞), then C1*C2 and C1&C2 are no longer equivalent. In the interaction implemen-
tation, C1*C2, violations are multiplied: if C1 receives 2 violations and C2 receives one violation, 
then C1*C2 has 2 violations. In contrast, standard assumptions for constraint conjunction, C1&C2, 
only assign one violation the conjunction, regardless of the number of violations for C1 and C2 
independently: even if C1 receives 2 violations and C2 receives one violation, C1&C2 still only 
incurs a single violation. To remain consistent with statistical regression analyses, weighted con-
straint conjunctions are implemented in this paper as the product of two constraints. Exploring the 
full consequences of this multiplicative implementation of weighted constraint conjunction, how-
ever, is left for future work. 
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 The utility of weighted constraint conjunctions to model interactions has already been 
demonstrated—though sparingly—in the phonological literature couched in MaxEnt and Har-
monic Grammar approaches (see Albright 2009 for a first proposal in capturing super-additivity). 
For example, Hayes et al. (2012) demonstrate the need for interactions between positional and 
rhythmic constraints in metrical verse. Pater & Moreton (2012) use weighted interactions in Har-
monic Grammar for feature co-occurrences. Green & Davis (2014) implement weighted conjunc-
tion to restrict complex syllable margin phonotactics. 

2.1 Toy grammar illustration 

While additive cumulativity of the weights of simplex constraints in HG captures standard ganging 
phenomena well, super-additive phenomena that exhibit independent effects that are not merely 
additive reveals the short-coming of additive cumulativity. The toy language in (10) illustrates this 
case where HG without conjunction makes inaccurate predictions, but where HG with conjunction 
makes accurate predictions, as shown later in this section. Weights for grammars in this section 
were obtained using the MaxEnt Grammar Tool (Hayes et al. 2009), unless otherwise specified. 
 

(10)    freq weight 1.39 1.39 1.39 ࣢	 Pred %
      C1 C2 C3   
 a. /Input 1/  60 Winner  1  1.39 50 
    40 Loser 1   1.39 50 
 b. /Input 2/  60 Winner   1 1.39 50 
    40 Loser 1   1.39 50 
 c. /Input 3/  10 Loser  1 1 2.78 20 
    90 Winner 1   1.39 80 
 d. /Input 4/  70 Winner    0 80 
    30 Loser 1   1.39 20 

 
In this toy language, candidates that violate only C2 or C3 are observed to be more frequent than 
candidates that violate C1 (10a, b), occurring with a 60 to 40 ratio. A candidate that violates both 
C2 and C3 is much less frequent than a candidate that violates only C1 (10c), occurring at a 10 to 
90 ratio. Finally, a candidate that does not violate any constraint is better than one that violates C1 
(10d), occurring at a 70 to 30 ratio. 
 Given this input pattern, the constraints are weighted evenly because the grammar is at-
tempting to reconcile to competing forces. First, the singular weights of C2 and C3 must be low 
enough such that candidates that violate C2 and C3 individually can win in (10a) and (10b). But at 
the same time, the sum of C2 and C3 must be high enough to overtake C1 with a large enough 
margin to achieve the extreme 10-to-90 gang effect in (10c). The weight of C1 is kept in check by 
the pair in (10d).2 Under this schema, regular additive ganging cannot capture the extreme effect 
shown in (10c), where the candidate violating both C2 and C3 loses by a large margin. The predic-
tions of the grammar, given in the rightmost column in (10), are wrong because the grammar does 
not have enough degrees of freedom to capture the independent slope variances of the gang effect 
versus the simplex effect. 

                                                 
2 Hat tip to Kie Zuraw, p.c., for this component. 
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 Decreasing the weights of C2 and C3 to try to accurately map the surface frequencies for 
Inputs 1 and 2 in the toy language results in a greater inaccuracy in predicting the extreme gang 
effect. This adjustment is shown in tableau (11).3 
 

(11)    freq weight 1.39 1 1 ࣢	 Pred %
      C1 C2 C3   
 a. /Input 1/  60 Winner  1  1 60 
    40 Loser 1   1.39 40 
 b. /Input 2/  60 Winner   1 1 60 
    40 Loser 1   1.39 40 
 c. /Input 3/  10 Loser  1 1 2 35 
    90 Winner 1   1.39 65 
 d. /Input 4/  70 Winner    0 80 
    30 Loser 1   1.39 20 

 
The decrease in C2 and C3 weights now allows for an accurate prediction in (11a, b), where the 
winning candidates only violate C2 or C3 independently. However, the additive effect of C2 and C3 
is also now insufficiently large to capture the gang effect in (11c). The grammar relying on stand-
ard additive cumulativity mispredicts a ratio of 35-to-65 between the loser and winner, whereas 
the observed surface pattern is 10-to-90. The grammar does achieve a gang effect, but crucially, 
the grammar cannot achieve enough of a gang effect. 
 Weighted constraint conjunction allows the grammar to specify a separate, independent 
weight above and beyond the additive effect of C2 and C3. A grammar with weighted constraint 
conjunction is given in (12). 
 

(12)    freq weight 2.16 0.84 0.44 0.44 ࣢	 Pred %
      C2&C3 C1 C2 C3   
 a. /Input 1/  60 Winner   1  0.44 60 
    40 Loser  1   0.84 40 
 b. /Input 2/  60 Winner    1 0.44 60 
    40 Loser  1   0.84 40 
 c. /Input 3/  10 Loser 1  1 1 3.04 10 
    90 Winner  1   0.84 90 
 d. /Input 4/  70 Winner     0 70 
    30 Loser  1   0.84 30 

 
The conjoined constraint C2&C3 shoulders the burden here of the super-additive gang effect: it 
adds a weight to the harmony score of the losing candidate in (12c) that goes above and beyond 
the sum of C2 and C3 weights. This allows C2 and C3 to be properly weighted below C1 so that the 
correct output candidates for (12a, b) can be achieved. Furthermore, because C1 is now correctly 
weighted above C2 and C3, the correct surface output of (12d) can also be modeled, where a can-
didate that does not violate any constraint wins over a candidate that violates C1 with  greater 
likelihood than a candidate that violates C2 or C3, cf. (12a, b). 

                                                 
3 The weights of C2 and C3 were decreased by hand. 
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 Thus, cases that will necessitate weighted constraint conjunction will be instances of ex-
treme, super-additive gang effects in quantitative data. The following section turns to one such 
case, from Dioula d’Odienné, which shows cumulative effects that necessitate weighted constraint 
conjunction. 

3 DIOULA D’ODIENNÉ DEFINITENESS TONE ALTERNATION 

The Dioula data in the following study comes from the Braconnier & Diaby 1982 lexicon. There 
are 1,194 nouns. 
 In Dioula, nouns fall into two classes of tonal behavior for the indefinite-definite alterna-
tion.4 In Type 1 lexical items, there is a tone change in the final vowel of the root from indefinite 
to definite nouns: e.g., L.L → L.H. In Type 2 lexical items, the tone change from indefinite to 
definite form involves both the final and penultimate syllables: e.g., L.L → H.H. I follow Bracon-
nier 1982 in assuming that the indefinite is the underlying form from which the definite is derived. 
The pattern is illustrated with nouns that are underlyingly L toned in the indefinite form, in (13) 
and (14): 
 
    Indefinite Definite  
(13) Type 1 L.L → L.H a. fòdà fòdá ‘season’ 
   b. brìsà brìsá ‘bush’ 
   c. sɛ̀bɛ̀ sɛ̀bɛ́ ‘paper’ 
   d. hàmì hàmí ‘concern’ 
(14) Type 2 L.L → H.H a. kùnà kúná ‘leprosy’ 
   b. tùrù túrú ‘oil’ 
   c. bègì bégí ‘white cotton cloth’ 
   d. bìlì bílí ‘flagstone terrace’ 
   e. mèlì mélí ‘worm’ 
   f. sànã̀ sánã́ ‘tree’ 

 
In the underlyingly L toned nouns (i.e., nouns that end with two /L.L/ syllables), Type 1 items 
feature a tone change in only the final syllable,  from /L.L/ → [L.H]. The domain of tone change 
in Type 2 nouns includes both the penultimate and final syllables, /L.L/ → [H.H]. 
 In nouns with underlying H tone (15)–(16), the tonal alternation is more complex, but the 
tone changes occur in the same domains as underlyingly L toned nouns. Underlying H tone nouns 
are ones that have a H tone in the penultimate or in both the penultimate and final syllables. There 
are no /L.H/ indefinite forms in Dioula. 
 
    Indefinite Definite  
(15) Type 1 H.H → H.LH a. bɛ́sɛ́ bɛ́sɛ̌ ‘machete’ 
   b. dáfé dáfě ‘horse’ 
   c. jámú jámǔ ‘clan name’ 

                                                 
4 Braconnier (1982) reports that this tone behavior can also be triggered by a H tone in the following word but provides 
no indication of the systematicity of that particular environment in conditioning the tone changes across the word 
boundary. Thus, this paper focuses on the data available for definiteness in the lexicon. This tonally-marked definite 
versus indefinite alternation is characteristic of several Mende languages. 
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(16) Type 2 H.H → L.H a. múrú mùrú ‘knife’ 
   b. jégí jègí ‘hope’ 
   c. télú tèlú ‘tree’5 
   d. nyúmán nyùmán ‘bond’ 

 
Underlyingly H toned, Type 1 items feature a LH contour tone on the final syllable in the definite 
form: /H.H/ → [H.LH]. Type 2, H-toned nouns feature a change across the final two syllables: 
/H.H/ → [L.H]. 
 Type 1 items are ones in which only the final syllable is the domain of tone alternation in 
definite forms, and Type 2 items are ones in which the final two syllables are the domain of tone 
alternation. Following Braconnier 1982, I assume here that the definite is marked by a H tone 
morpheme that must occur on at least the final syllable. The pattern is summarised in (17).  
 
(17)   Type 1 Type 2 
 Underlyingly L-toned /L.L/ L.H H.H 
 Underlyingly H-toned /H.H/ H.LH L.H 

 

3.1  Predicting Type 1 versus Type 2 items 

Whether an item is a Type 1 versus Type 2 noun is, to an extent, predictable. In his original de-
scription of the Dioula tone system, Braconnier 1982 points to three factors that likely contribute 
to distinguishing between Type 1 and Type 2: [1] the sonority of the final intervocalic consonant 
(Cf); [2] the place identity of the final two vowels; and [3] the nasality or orality of the final vowel 
and final intervocalic consonant. Crucially, here I show quantitatively that the more similar the 
segments in the word-final VCV# sequence are along these independent planes of similarity, the 
more likely the noun is Type 2. That is, the more similarity in the final two syllables, the more 
likely they will be in the same tonal domain (i.e., Type 2).  
 Nouns with more sonorous final intervocalic consonants are more likely to be Type 2 
nouns, with the domain of tone change being the final two syllables: e.g., mèlì → mélí ‘worm’, 
(14e). This sonority effect scales quantitatively with increasing sonority (Shih 2013), as illustrated 
in (18).  
 

                                                 
5 Braconnier and Diaby (1982: 114) list the definite of this word as variable, either tèlú or télǔ. 
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(18) 

 
 
Thus, as the sonority of the final intervocalic consonant becomes more similarity to the sonority 
of its surrounding vowels, the tonal domain for the definite alternation is more likely to include 
the entire VCV# sequence (i.e., final two syllables). This is especially true comparing nasals [m, 
n, ɲ, ŋ] with liquids [l, r] and [g], which behaves phonotactically like sonorant [ɣ] in Dioula (Bra-
connier 1983). Braconnier 1983:50 notes that [y] behaves phonotactically like a fricative in the 
language, which aligns to its behavior here in distinguishing Type 1 versus Type 2 nouns: nouns 
with [y] in the final intervocalic consonant position are more likely Type 1. There are too few 
tokens of [w] (n=3; Type 1=2 token, Type 2=1 token) to make any definite conclusion of its be-
havior. Obstruent consonants are the least similar in sonority to the flanking vowels, and so items 
with obstruent final intervocalic consonants are the least likely to be Type 2: there are only 4 
exceptions, out of 294 total obstruent Cf items. 
 Nasal similarity also contributes to distinguishing Type 1 versus Type 2 items, shown in 
(19).   
 
(19) 

 
Nouns in which the final vowel and intervocalic consonant are both nasal or both oral are more 
likely to be Type 2 than nouns in which the final vowel and intervocalic consonant disagree in 
nasality or orality: sànã̀ → sánã́ ‘tree’, (14f). 
 The third predictor of Type 1 versus Type 2 items noted by Braconnier 1982 is long dis-
tance featural identity between vowels, in (20): 
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(20) 

 
If the final two vowels are featurally identical (e.g., they agree in height, rounding, and backness), 
then the likelihood of being Type 2 increases: e.g., bìlì → bílí ‘flagstone terrace’, (14d).6 
 These similarity preconditions on definite tone behavior “gang up” in a cumulative simi-
larity interaction. The more similarity that is exhibited amongst the members of the word-final 
VCV# sequence in terms of sonority, nasality, and vowel identity, the more likely the noun will 
be Type 2, with the tonal domain extending over the final two syllables: e.g., tùrù → túrú ‘oil’ 
(14b). This ganging effect is illustrated in (21): the rightmost bar, which has the largest proportion 
of Type 2 items, represents nouns that agree in vowel identity, have a sonorant intervocalic final 
consonant, and agree in either nasality or orality. The leftmost bar, in contrast, has the largest 
proportion of Type 1 items, and represents nouns that share no similarity across the VCV# se-
quence.7 The bars in between represent items that only share similarity along a single dimension: 
from left to right, in VV identity but not in nasality or sonority, in nasality but not in vowel identity 
or sonority, or in sonority but not in vowel identity or nasality. 
 
(21) 

 
The ganging up effect demonstrated by the Dioula nouns amounts to a super-additive phenomenon, 
wherein the more similar the vowels and consonant of the final two syllables are, the more likely 

                                                 
6 Dioula vowels: [i, e, ɛ, a, ɔ, o, u] and nasalized counterparts. 
7 The dip in Type 2 representation in the graph for sonorants arises from the effect that nasal sonorants are less likely 
to be Type 2 than other sonorants. Lumped together, this lowers the proportion of Type 2 items for all sonorants. 
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they belong in the same tonal domain. The ganging effect is made up of three (somewhat) inde-
pendent planes of similarity. They are independent because each contributes individual effects on 
Type 1 versus Type 2 likelihood: for example, as is evident in (21), agreement in nasality/orality 
is much more likely to predict Type 2 behavior than agreement in vowel featural identity alone. 
We will see this borne out in the constraint weighting results in §4. 

3.2 An OT approach to Dioula tone harmony 

The Dioula tone pattern is formalised using Agreement by Correspondence theory (ABC), adapted 
from the analysis presented in Shih 2013. While ABC was originally developed for long distance 
consonant harmony phenomena (Walker 2000; Hansson 2001, 2010; Rose & Walker 2004), it has 
since been extended to other segmental and tonal interactions, including vowel harmony (e.g., Sasa 
2009; Walker 2009, 2014; Rhodes 2012), dissimilation (e.g., Bennett 2013, 2014, 2015), local 
harmonies (e.g., Wayment 2009; Inkelas & Shih 2014; Lionnet 2014), and tone (e.g., Shih & In-
kelas 2014; Inkelas & Shih, forthcoming). ABC builds on the core insight that segments that are 
similar and proximal are more likely to interact (e.g., Kaun 1995; Burzio 2002; Zuraw 2002; Frisch 
et al. 2004). As such, ABC is particularly well-suited for modeling parasitic patterns such as the 
similarity-based tone domains in the Dioula definiteness alternation, in which phonological simi-
larity and proximity beget phonological interactions via correspondence domains. Here, I focus 
the analysis on the similarity bases that determine the tonal domains for the definite alternation. 
For further details of the Dioula analysis that do not immediately pertain to the similarity issue, 
see Shih 2013. 

In ABC, surface correspondence relationships are determined by the phonological similar-
ity and proximity of segments, encoded in CORRespondence constraints. In essence, segments with 
similar features project a correspondence set, which is the domain of phonological interaction such 
as agreement or dissimilation. Under an ABC approach for Dioula, the tone domains that distin-
guish Type 1 versus Type 2 items are correspondence domains over which tone interactions take 
place. The set of relevant CORR constraints for Dioula nouns are given in (22)–(23). The constraints 
here follow pairwise correspondence and identity assessment (Hansson 2007; Rhodes 2012).8  
 
(22) a. CORR-X::X {V} Assign a violation for each immediately adjacent pair of 

segments in the output that are within the {Vowel} range of 
the sonority scale and do not share a correspondence rela-
tionship. 

 b. CORR-X::X {V,R} Assign a violation for each immediately adjacent pair of 
segments in the output that are within the {Vowel, Liquid} 
range of the sonority scale and do not share a correspond-
ence relationship. 

 c. CORR-X::X {V,R,N} Assign a violation for each immediately adjacent pair of 
segments in the output that are within the {Vowel, Liquid, 
Nasal} range of the sonority scale and do not share a corre-
spondence relationship. 

                                                 
8 “::” denotes immediately adjacent segments. The absence of “::” specification in a CORR constraint denotes segments 
at any distance, e.g., CORR-VV [F]. See Hansson 2001 for proximity scaling in ABC; notation follows e.g., Inkelas & 
Shih 2014 for local correspondence relationships. 
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 d. CORR-X::X Assign a violation for each immediately adjacent pair of 
segments in the output that do not share a correspondence 
relationship. 

 
(23)  CORR-[X::X]σ 

[±Nas] 
Assign a violation for each immediately adjacent pair of 
segments in the output that are within a syllable, both 
[αNas], and do not share a correspondence relationship.9 

 
(24)  CORR-VV [F] Assign a violation for each adjacent pair of vowels in the 

output that are identical in feature set [F] and do not share a 
correspondence relationship. 

 
Correspondence constraints are needed for each independent dimension of similarity involved in 
determining the tone domain for Type 1 versus Type 2 items. The constraints in (22) mandate that 
segments that are sufficiently similar in sonority with adjacent segments be in a correspondence 
relationship; given the scalar nature of sonority, a set of scaled correspondence constraints is used 
here. The constraint in (23), CORR-[X::X]σ [±Nas], mandates that segments within a syllable that 
share nasality or orality must be in a correspondence relationship. The constraint in (24), CORR-
VV [F], mandates that vowels that are featurally identical be in a correspondence relationship. For 
simplicity in tracking the individual similarity-based correspondence relationships, I assume here 
that each correspondence constraint (or set of correspondence constraints, in the case of the scalar 
sonority constraints) projects its own correspondence set, as demonstrated in (25) (see also Walker 
2014 for a similar approach; cf. Bennett 2013 et seq. for single correspondence sets in a single 
word). Correspondence relationships are indicated by subscripts: 
 
(25)  /t     u     r     u/ 

t     ux    rx    ux   sonority e.g., CORR-X::X {V,R} 
t     uy    r     uy  vowel identity CORR-VV [F] 
t     u     rz    uz   nasality CORR-[X::X]σ [±Nas] 

 
 While correspondence constraints set up similarity-conditioned correspondence relation-
ships, phonological interactions predicated on these correspondence sets are triggered by CORR-
LIMITER constraints (Bennett 2013; et seq.). Limiter constraints create unstable surface correspond-
ence relationships, wherein corresponding segments are similar enough to interact but are too un-
comfortably similar to stably coexist at a certain distance (see Wayment 2009; Inkelas & Shih 
2014 for discussion on instability). Unstable correspondences give rise to repairs by harmony (i.e., 
attraction of similar segments to be more similar) or dissimilation (e.g., repellence of similar seg-
ments to become sufficiently dissimilar). 
 The Dioula definiteness alternation can be characterised by mandating that corresponding 
segments agree in tone, using the Limiter constraint in (26). 
 

                                                 
9 Nasality is formulated here as a bivalent feature so that segments agreeing in orality also mandate similarity-induced 
correspondence. 
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(26)  IDENT-XX [tone] Assign a violation for each immediately adjacent pair of 
segments in a correspondence relationship that do not agree 
in tone specification. 

 
Under this analysis, Type 2 behavior in underlyingly L toned items means that the H tone of the 
definite morpheme spreads onto both penultimate and final syllables: e.g., /L.L/ → [Hx.Hx]. If the 
relevant CORR and LIMITER constraints trump input-output faithfulness to tone (27), then similar 
segments will correspond and assimilate in tone, meaning that if the segments are similar enough, 
the noun will be Type 2. 
 
(27)  IDENT-IO V[tone] Assign a violation for each vowel that has a different tonal 

specification in the output than in the input. 
 
Shih 2013 argues that underlyingly H toned items can also follow the same correspondence-based 
analysis, even though the surface tonal alternations are different. The contour tone formation in 
Type 1 items and lack of H tone agreement in Type 2 items for underlyingly H toned nouns stems 
from ANTIHOMOPHONY and OCP avoidances of adjacent, heteromorphemic H tones. For simplicity 
here, I set aside the surface tonal differences between underlyingly H toned and L toned nouns, 
and focus on the similarity-based correspondence relationships because these determine the rele-
vant tonal domains in Type 1 versus Type 2 items, which cut across any differences in underlying 
tones. 
 Hand-weighted HG tableaux are shown below as illustrations of the ABC system for 
Dioula tone harmony. In (28), a sonorant final intervocalic consonant (e.g., [l]) facilitates tone 
agreement between the final vowel and the penultimate vowel by satisfying highly-weighted 
CORR-X::X {V,R} and the mandated tonal identity between corresponding segments (i.e., IDENT-
XX [tone]). The relevant CORR constraints that give the necessary precondition for correspondence 
and tone agreement must outweigh input-output faithfulness in order for a corresponding and to-
nally-agreeing candidate, (28d), to win. 
 

(28)   weight 4 4 3 1 ࣢ 
    

mèlí 

CORR-
X::X 

{V,R} 

ID-XX  
[tone] 

ID-IO 

V[tone] 
CORR-
X::X 

 

  a. mèlí 2   2 10 
  b. mèxĺxíx  1 (VC)   4 
  c. méxlxíx  2 (VC, CV) 1  11 
  d. méxĺxíx   1  3 
  e. mèxlíx 2 1  2 14 
  f. méxlíx 2  1 2 13 

 
In (29), a final intervocalic consonant that is not sonorant (e.g., [s]) does not facilitate tone har-
mony because it is insufficiently sonorous to incur violations of CORR-X::X {V,R} when alongside 
the flanking vocalic segments. The winner when there is an obstruent, then, is a disharmonic can-
didate with no correspondence (29a). 
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(29)   weight 4 4 3 1 ࣢ 
    

brìsá 

CORR-
X::X 

{V,R} 

ID-XX  
[tone] 

ID-IO 

V[tone] 
CORR-
X::X 

 

  a. brìsá    2 2 
  b. brìxśxáx  1 (VC)   4 
  c. bríxsxáx  2 (VC, CV) 1  11 
  d. bríxśxáx   1  3 
  e. brìxsáx  1  2 6 
  f. bríxsáx   1 2 5 

 
The tableau in (30) illustrates a ganging effect via cumulative addition of constraint weights. In 
this case, sonorant consonants and featurally-identical vowels facilitate tone spread due to the ad-
ditive effect of two highly weighted CORR constraints, CORR-X::X {V,R} and CORR-VV [F]. 
 
 

(30)   weight 4 3 4 3 1 ࣢ 
    

tùrú 

CORR-X::X  
{V,R} 

CORR-VV 

[F] 
ID-XX  
[tone] 

ID-IO 

V[tone] 
CORR-
X::X 

 

  a. tùrú 2 1   2 13 
  b. tùxyŕxúxy   2 (VC, 

VV) 
  8 

  c. túxyrxúxy   2 (VC, 
CV) 

1  11 

  d. túxyŕxúxy    1  3 
  e. tùyrúy 2  1  2 14 
  f. túyrúy 2   1 2 13 

 
If the ganging effect shown in (30) is implemented as a weighted constraint conjunction in addition 
to regular cumulative additivity (31), then there is an increase in the magnitude of harmony score 
differences (Δ࣢ሻ between the winning candidate and the loser candidates. Where the Δ࣢ between 
the harmonic winner and completely non-harmonic, non-corresponding candidate in a merely ad-
ditive approach (30) is 10, the Δ࣢ between in a super-additive approach (31) is 14, denoting a 
greater predicted likelihood of tone harmony, under comparative grammaticality. 
 



 15 

(31)   weight 2 4 3 4 3 1 ࣢ 
    

 
tùrú 

CR-X::X  
{V,R}  

* CR-VV [F]

CR-X::X 

{V,R} 
CR-VV 

[F] 
ID-XX  
[tone] 

ID-IO 

V[tone] 
CR- 
X::X 

 

  a. tùrú 2 2 1   2 17 
  b. tùxyŕxúxy    2 (VC,VV)   8 
  c. túxyrxúxy    2 (VC,CV) 1  11 
  d. túxyŕxúxy     1  3 
  e. tùyrúy  2  1  2 14 
  f. túyrúy  2   1 2 13 

4 MODELING DIOULA SUPER-ADDITIVITY 

The question at hand is whether weighted constraint conjunctions are necessary to capturing the 
probabilistic similarity- and proximity-determined Dioula definite alternation tonal domains (Type 
1 = final syllable; Type 2 = final two syllables). Two candidate MaxEnt models are compared here: 
one without constraint conjunction (–Conj) and one with weighted constraint conjunction (+Conj) 
of pairwise constraints. The models were simplified by limiting output candidates to a binary 
choice between a Type 2 candidate that has a two-syllable correspondence domain (i.e., satisfies 
correspondence and all correspondence limitations) and a Type 1 candidate that has a one-syllable 
correspondence domain (i.e., does not satisfy correspondence). For example, a Type 2, underly-
ingly L toned noun input (/L.L/) has two output candidates that are considered: one that maximally 
satisfies all correspondence constraints and agrees in tone ([H.H]) and one that fails to satisfy 
correspondence constraints and is thus disharmonic ([L.H]). Because IDENT-XX [tone] will be 
vacuously satisfied whenever CORR constraints are satisfied under this assumption, IDENT-XX 

[tone] is not shown in the results below. 
Constraint weighting results for both MaxEnt models are provided in (32). Model statistics 

are given in (33).  
 
(32) –Conj  +Conj  
 Constraint Weight Constraint Weight 
 IDENT-IO V[tone] 3.985 IDENT-IO V[tone] 3.588 
 CORR-X::X 0.0 CORR-X::X 0.0 
 CORR-X::X {V,R,N} 1.341 CORR-X::X {V,R,N} 1.266 
 CORR-X::X {V,R} 0.589 CORR-X::X {V,R} 0.118 
 CORR-X::X {V} 2.343 CORR-X::X {V} 2.516 
 CORR-VV [F]  0.187 CORR-VV [F]  0.0 
 CORR-X::X [±nas] 0.521 CORR-X::X [±nas] 0.0 
   CORR-VV [F] * CORR-X::X {V,R,N} 0.0 
   CORR-VV [F] * CORR-X::X {V,R} 0.263 
   CORR-VV [F] * CORR-X::X [±nas] 0.259 
   CORR-X::X [±nas] * CORR-X::X {V,R} 0.466 
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(33)10  C Dxy  Likelihood (-2LogLik) 
 – Conj 0.8576 0.7152  1085 
 + Conj 0.8654 0.7309  1059 

    Δ-2LogLik 26 (***, df=4, p <0.0001) 
 
Testing conjoined constraints reveals that the gang effect of similarity in Dioula is most active for 
segments that are already highly similar. For example, the conjunction of CORR-VV [F] * CORR-
X::X {V,R} receives a weight of 0.263 while the conjunction of CORR-VV [F] * CORR-X::X 

{V,R,N} receives no weight: this difference indicates that the effect of similarity for Type 2 items 
is further heightened when the VCV# segments are vowels and liquids ({V,R}), rather than vowels 
and nasals ({V,R,N}). 

The additive effect of conjoined constraints involving liquids is further ganging. Because 
weighted violations of constraint conjunctions are part of the additive harmony scores, this effect 
amounts to super-additivity. For example, a non-agreeing vowel-liquid-vowel sequence such as 
*tùrú incurs the additive violations of not only the simplex constraints (i.e., CORR-X::X, CORR-
X::X {V,R}, CORR-X::X {V,R,N}, CORR-VV [F], CORR-X::X [±nas]) but also the conjoined con-
straints (i.e., CORR-VV [F]*CORR-X::X {V,R,N}, CORR-VV [F]*CORR-X::X {V,R}, CORR-VV 

[F]*CORR-X::X [±nas], CORR-X::X [±nas] * CORR-X::X {V,R}). A model with conjunction there-
fore assigns harmonic túrú 71% probability and disharmonic *tùrú 29% probability. 
 
(34)  +Conj (zero-weighted constraints not shown) 
 

   weight 0.263 0.466 0.259 3.588 2.516 0.118 1.266 ࣢ pred 
% 

    
 
/tùrú/ 

C
O

R
R

-X
::

X
 {

V
,R

} 
 

&
 C

O
R

R
-V

V
 [F

] 

C
O

R
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} 
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X
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on
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X
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V
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O

R
R

-X
::

X
 {

V
,R

} 

C
O

R
R

-X
::

X
 {

V
,R

,N
}   

  a. túxyŕxúxy    1    3.588 71% 
  b. tùrú 2 2 1   2 2 4.485 29% 

 
In comparison, a model without conjunction only assigns harmonic túrú 64% and disharmonic 
*tùrú 36% probability, because it lacks the additional violations of weighted constraint conjunc-
tions that would otherwise decrease the harmony score and predicted probability of *tùrú.  
 

                                                 
10 C is the concordance statistic, which indicates the probability that predicting the outcome is better than chance. C 
values range between 0.5 and 1.0, with good models usually considered ones where C > 0.8 (Baayen 2008). Dxy is the 
Somers’ Dxy rank correlation, which measures the association between predicted and observed values. Dxy measures 
run between 0 and 1. 
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(35)  –Conj 
 

   weight 3.985 2.343 0.589 1.341 0.521 0.187 ࣢ pred %
    

 
/tùrú/ 

ID
-I

O
 V

[t
on

e]
 

C
O

R
R

-X
::

X
 {

V
} 

C
O

R
R

-X
::

X
 {

V
,R

} 

C
O

R
R

-X
::

X
 

{V
,R

,N
} 

C
O

R
R

-X
::

X
 [±

N
]  

C
O

R
R

-V
V

 [F
] 

 

  

  a. túxyŕxúxy 1      3.985 64% 
  b. tùrú   2 2 1 1 4.568 36% 

 
With the conjoined constraints, the model (e.g., (34)) can capture the super-additive effect that 
goes above and beyond the addition of the independent constraint weights. 

4.1 Comparing weighted conjunction and additive cumulativity 

The necessity of weighted constraint conjunction can be tested using model comparison of gram-
mars with and without conjoined constraints. If a gang effect of similarity-driven Dioula tone al-
ternation domain is merely additive, then a grammar with conjoined constraints should not 
contribute any additional explanatory power. If, however, a gang effect is super-additive, then a 
grammar with conjoined constraints will demonstrate improved explanatory power over a gram-
mar without conjunction. 
 Model comparison tests for the necessity of constraints has been heretofore used sparingly 
in Harmonic Grammar and Optimality-theoretic approaches, largely due to the usual assumption 
that CON provides a constraint set and the grammar’s primary concern is constraint weighting or 
ranking. Under this mode of operations, the assessment and rejection of the viability of a con-
straint’s existence is largely left to arguments on conceptual or phonological grounds: e.g., Oc-
cam’s Razor, naturalness. There are notable exceptions in the MaxEnt literature, however, that 
appeal to model comparison for constraint assessment: see e.g., Wilson & Obdeyn 2009 using a 
maximum a posterior approach, and Hayes et al. 2012 using model log likelihood comparison. 
 One quantitative approach to assessing competing grammars—i.e., one which allows con-
junction and one which does not—is Akaike Information Criterion (AIC)-based model compari-
son, which allows for the comparison of significant improvements in capturing information 
between competing grammars. AIC model comparison is an approach founded on the idea that all 
models (i.e., grammars) are mere approximations of full reality, an ideal for which the true param-
eters (β) remain unknown (Kullback & Leibler 1951; Burnham & Anderson 2002, 2004; a.o.). The 
aim in AIC model comparison is to reduce the amount of information loss in a candidate grammar: 
the less information that a candidate grammar loses, the more weight of evidence there is in favor 
of that particular grammar. 
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 Information criteria measures come in various forms.11 I use second-order AICC, as shown 
in (36) here, because it penalises for an increasing number of constraints against a sample size, 
with adjustments for sample size n and the number of constraints K in the grammar (Burnham & 
Anderson 2002, et seq.): 
 

௖ܥܫܣ (36) ൌ 	െ2݈݃݋ ቀࣦ൫ߚመหܦ൯ቁ ൅ ܭ2 ൅ ଶ௄ሺ௄ାଵሻ

௡ି௄ିଵ
 , 

 
where ࣦ൫ߚመหܦ൯ = maximum likelihood of observed data ܦ given fitted parameters ߚመ , 

 number of estimable parameters (i.e., constraints) in the model, and = ܭ  
  ݊ = sample size. 
 
When n/K > 40, AICC begins to converge with AIC. Because AICC  regularises for sample size, it 
is the more conservative measure for model comparison in general (Burnham & Anderson 
2004:269–270).  

As a rule of thumb in comparing candidate models, a difference of any amount greater than 
10 in AICc between two candidate models is considered large. Translated into an evidence ratio E, 
as calculated in (37), a 10-point difference between two candidate models is equivalent to about a 
150 to 1 odds that the second best model has essentially no evidential support of being as good as 
the best candidate model (e.g., Anderson 2008:89–90). 
 

௜,௝ܧ	 (37) ൌ 	
ଵ

௘ቀష
ሺభ/మሻ∆ೕቁ

 , 

   
for models i and j,  

  where ∆௝ൌ ௖ೕܥܫܣ െ  .௖೔ܥܫܣ
 
 AICC is based on the standard likelihood ratio test, which maximizes descriptive accuracy 
given the observed data (see e.g., Hayes et al. 2012 for use in phonology). But unlike a likelihood 
ratio, AICC penalises for a loss of restrictiveness in the grammar that potentially comes with the 
addition of constraint conjunction.12,13 A further advantage of AICC comparison is that its results 
for assessing restrictiveness and generalisability have also been shown to asymptotically converge 
with k-fold cross-validation as sample size increases, while remaining computationally faster than 
k-fold cross-validation (Stone 1977; et seq.).  

It is crucial to note that the AICC number on its own is not a statistical test of significance 
or of stand-alone goodness-of-fit: AICC metrics must be taken as comparison statistics between 
more than one candidate model and between at least two AICC measures. 

                                                 
11 Comparisons between available information criteria measures is beyond the scope of this paper; the reader is referred 
to the rich existing literature on this topic: see e.g., Burnham & Anderson 2004:275ff for detailed discussion of AIC 
versus the other common IC measure, Bayesian Information Criterion (BIC). 
12 Wilson & Obdeyn 2009 use a maximum a posterior (MAP) approach, which in addition explicitly penalises for 
extreme values of estimated parameters using an assumed prior. 
13 Also unlike likelihood ratios, AIC comparison can compare the weight of evidence for non-nested models over the 
same data, making it a more versatile tool in assessing models (for use in phonology considering non-nested models, 
see e.g., Shih 2014). 
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4.2 AICC Results 

Results from AICC model comparison are given in (38).  
 
(38) 

 
A model with constraint conjunctions has an AICC value of 1101, while a model without conjunc-
tion has an AICC value of 1083. This 18-point difference between AICC scores indicates a rough 
8000 to 1 odds (E=8103.08) that there is substantially more support that a grammar with weighted 
constraint conjunctions better approximates truth in predicting Type 1 versus Type 2 items in 
Dioula, even after penalising for increased model complexity (ΔK = 4). 

5 DISCUSSION 

5.1 Conjunction effect in non-bounded Maximum Entropy 

One significant point of difference between MaxEnt grammars and their multinomial logistic re-
gression counterpart is that MaxEnt HG restricts constraint weights to non-negative numbers, un-
der the assumption that violations of constraints should only penalise rather than reward (though 
see e.g., Goldrick & Daland 2009 for a possible application of negative weights in MaxEnt). Re-
gression models as general statistical models do not have this a priori restriction on constraint 
weighting.  

Removing the non-negativity restriction allows for the rewarding of the avoidance of cor-
respondence when segments are insufficiently similar (cf. Kimper 2011 for rewards in vowel har-
mony). This case is simply the flip side to penalising for the lack of correspondence when segments 
are sufficiently similar, and follows the observation by, e.g., Bennett 2013 that segments can es-
cape correspondence domains in ABC by becoming even more dissimilar (though Bennett does 
not utilize negative constraint weighting). In this way, negative constraint weights actually help to 
highlight the similarity bases of ganging effects for tone harmony. 

To demonstrate the utility of non-bounded MaxEnt constraint weights and weighted con-
straint conjunction, binary logistic regression models for Dioula was fitted using bayesglm() from 
the arm R package (Gelman et al. 2013).14 As with the MaxEnt models above, two models were 

                                                 
14 When there are only two output choices considered in a MaxEnt grammar, a non-bounded version of MaxEnt is a 
binary logistic regression. 
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fitted for comparison: one with conjunction and one without. For the regression models, the inter-
cept is the equivalent of input-output faithfulness: the CORR constraints must outweigh the inter-
cept and be additively greater than 0 to condition correspondence for Type 2 nouns. The resulting 
constraint weights, associated errors, and z scores are given in (39) and (40), with model statistics 
in (41). 

 
(39) –Conj (logistic regression) 

 
Constraint Weight Std. Error z value Pr(>|z|) 
(Intercept) -4.0756 0.3214 -12.68 <0.0001 
CORR-X::X {V, R, N} 1.3144 0.1590 8.27 <0.0001 
CORR-X::X {V, R} 0.5766 0.0948 6.08 <0.0001 
CORR-X::X {V} 2.4274 0.3707 6.55 <0.0001 
CORR-VV [F]  0.4502 0.1606 2.80 0.0051 
CORR-X::X [±Nas]  0.5097 0.1714 2.97 0.0029 

 
(40) +Conj (logistic regression) 
 

Constraint Weight Std. Error z value Pr(>|z|) 
(Intercept) -3.8181 0.5506 -6.93 <0.0001 
CORR-X::X {V, R, N} 1.5524 0.2824 5.50 <0.0001 
CORR-X::X {V, R} 0.0501 0.1795 0.28 0.78019 
CORR-X::X {V} 2.7530 0.4209 6.54 <0.0001 
CORR-VV [F]  0.7478 0.6161 1.21 0.22481 
CORR-X::X [±Nas] -0.5937 0.3347 -1.77 0.07608 
CORR-VV [F] * CORR-X::X {V, R, N} -0.5789 0.3228 -1.79 0.07291 
CORR-VV [F] * CORR-X::X {V, R} 0.3258 0.1958 1.66 0.09613 
CORR-VV [F] * CORR-X::X [±Nas] 0.5942 0.3531 1.68 0.09243 
CORR-X::X [±Nas] * CORR-X::X {V, 
R} 

0.6443 0.1816 3.55 0.00039 

 
(41)  C Dxy R2  Likelihood (-2LogLik) 

 – Conj 0.8399 0.6797 0.4939  1078.155 
 + Conj 0.8479 0.6959 0.5199  1050.074 

     Δ-2LogLik 28 (***, df=4, p <0.0001) 
 

The negative estimated parameter values in the logistic regression model with conjunction 
demonstrates rewards for avoiding correspondence relationships when segments are insufficiently 
similar. For example, the negative estimated weight for CORR-X::X [±Nas] (β = –0.5937)  
rewards the lack of correspondence between nasals, obstruents, and their surrounding vowels, as 
compared to penalising the lack of correspondence between liquids and their surrounding vowels 
with the conjunction CORR-X::X [±Nas] * CORR-X::X {V, R} (β = 0.6443). The interaction of 
CORR-X::X [±Nas] * CORR-X::X {V, R} allows the effect of nasality similarity for nasals and ob-
struents to be modeled independently of the effect for liquids and vowels.  
 Similarly, the negative estimated weight for the conjunction of CORR-VV [F] * CORR-X::X 

{V, R, N} (β =–0.5937) indicates that nasals are less likely to have a similarity ganging effect with 
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the surrounding vowels than liquids, which have a positive weighting of CORR-VV [F] * CORR-
X::X {V, R} (β = 0.3258). This negative weight is a case of constraint disjunction (Crowhurst & 
Hewitt 1997), where correspondence is avoided if not enough similarity in the VCV# sequence 
exists to precondition a shared tonal domain.  
 The AICC comparison results for the two logistic regression models are provided in (42). 
The results are similar to the MaxEnt AICC comparison, showing that weighted constraint con-
junctions allow for better representations of the quantitative pattern in Dioula, even after adjusting 
for the number of added parameters in the grammar.  
 
(42) 

 
A logistic regression model with conjunction has an AICC value of 1090.225, and a model without 
conjunctions has an AICC value of 1070.26. This 20-point difference translates into 22000 to 1 
odds (E=22026.47) that a grammar with weighted constraint conjunctions better captures Type 1 
and Type 2 distinctions, given the available weight of evidence. 

5.2 Weight of evidence for conjunction 

It is not the case that AICC will in every instance support a more complex model. As a demonstra-
tion that AICC will support a simpler grammar without constraint conjunction when there is not 
enough weight of evidence to justify the added parameters of conjoined constraints, I turn here to 
tone domains within Dioula noun stems as an illustrative case. 
 Indefinite forms in Dioula exhibit a similar morpheme structure constraint on tone domains 
to the definite alternation tone domains of Type 2 nouns. Level tone patterns across syllables—
i.e., H.H and L.L—tend to correlate with syllables in which the segments are similar in sonority, 
vowel identity, and nasality/orality. Syllables in which these segments are not sufficiently similar 
are more likely have a tone change at the syllable boundary: e.g., H.L. The effect is illustrated in 
(43), using all disyllabic indefinite noun forms in the Dioula data (n=667). 
 



 22 

(43) 

 
In (43), the rightmost bar shows nouns that agree in vowel identity, have a sonorant intervocalic 
final consonant, and agree in either nasality or orality. These disyllabic nouns are the ones that 
also demonstrate the greatest proportion of level tone surface patterns in the indefinite form, either 
H.H or L.L, suggesting that segmental similarity correspondence relationships determine tone 
agreement domains across syllable boundaries. The individual effects on their own in indefinites, 
however, do not appear to precondition a two-syllable tone domain more than having no similarity 
in the disyllabic sequence. As (43) shows, the similarity-conditioning of tone domain is largely 
concentrated in the gang effect of the rightmost bar. 
 Using the same constraints and methodology introduced above, it is possible to examine 
whether constraint conjunction is needed here to achieve a super-additive effect, or whether the 
ganging effect observed in (43) is merely additive. Two models are tested for disyllabic indefinite 
items. Output candidates for the models were level versus non-level tone patterns: that is, a candi-
date that corresponds and agrees in tone (Hx.Hx) versus a candidate that does not satisfy corre-
spondence (Hx.Ly). Because these models are predicting lexical information, no input-output 
faithfulness (i.e., IDENT-IO V[tone]) was included. Resulting constraint weights are given in (44), 
with model statistics in (45). 
 
(44) –Conj  +Conj  
 Constraint Weight Constraint Weight 
 CORR-X::X 0.481 CORR-X::X 0.524 
 CORR-X::X {V,R,N} 1.054 CORR-X::X {V,R,N} 1.038 
 CORR-X::X {V,R} 0.346 CORR-X::X {V,R} 0.225 
 CORR-X::X {V} 9.536 CORR-X::X {V} 9.597 
 CORR-VV [F]  0.948 CORR-VV [F]  0.836 
 CORR-X::X [±nas] 0.857 CORR-X::X [±nas] 0.699 
   CORR-VV [F] * CORR-X::X {V,R,N} 0 
   CORR-VV [F] * CORR-X::X {V,R} 0.041 
   CORR-VV [F] * CORR-X::X [±nas] 0.232 
   CORR-X::X [±nas] * CORR-X::X {V,R} 0.204 
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(45)  C Dxy  Likelihood (-2LogLik) 
 – Conj 0.983 0.967  195.95 
 + Conj 0.984 0.968  195.77 

    Δ-2LogLik  0.1837 (N.S.,df=4, p <0.999) 
 
The high concordance statistics indicate that the models are highly accurate. A noticeable differ-
ence from the definiteness alternation results is that the weights (i.e., effect sizes) for the conjunc-
tions are lower for this static lexical pattern. This suggests that the ganging effect here is not so 
extreme as to be super-additive. The AICC comparison results, given in (46), clearly corroborate 
this conclusion: 
 
(46) 

 
The AICC comparison demonstrates that a model with conjunction (AICC = 220.004) actually re-
ceives less support than a model without conjunction (AICC = 212.061). The difference in AICC is 
not large, suggesting that the effect is starting to border on super-additive, but for disyllabic indef-
inite forms in the lexicon, there is insufficient weight of evidence to justify the addition of more 
complexity in the grammar through constraint conjunction. The support is moderate (E = 53.056; 
i.e., 50 to 1 odds) that conjunctions are not needed to describe the lexical pattern: here, we have a 
standard case of straightforward additive ganging, that can be sufficiently captured via additive 
cumulativity in HG without recourse to constraint conjunction. 

6 CONCLUSION 

This paper has demonstrated a case of super-additivity in quantitative data, where tonal domains 
are parasitic on the beyond-additive cumulative similarity of host segments. Weighted constraint 
conjunctions, implemented as interaction terms in Maximum Entropy Harmonic Grammar, capture 
super-additivity. Constraint conjunction is shown approve the explanatory power of the grammar, 
even when controlling for the added complexity of conjunction. 
 Those who have suggested that HG additivity can supplant constraint conjunction often 
argue that CON should a priori not provide constraint conjunctions so as to maintain restrictiveness 
(i.e., reduce complexity) in the constraint space (e.g., Potts et al. 2010; Jesney 2014). Such an 
argument based on theoretical parsimony, however, can cut both ways: restrictiveness can also be 
maintained in the basic theoretical assumptions by allowing for an unrestricted constraint space 
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and by letting the grammar do the choosing of relevant constraints, which is arguably the gram-
mar’s task in OT. The information-theoretic model comparison method presented here gets at the 
best of both worlds, permitting only constraint conjunctions that are shown to improve the model, 
even after penalising for increased model complexity from added the conjunction parameters. At 
the very least, it is necessary to entertain the possibility that super-additive effects are lurking in 
natural language data, and to quantitatively test their viability. 
 Weighted constraint conjunction furthermore provides a theory of conjunction a fair chance 
to be evaluated in a probabilistic phonological approach. Previous comparisons of conjunction and 
Harmonic Grammar have been confounded by comparing only strict ranking Optimality Theory 
with conjunction, versus Harmonic Grammar without conjunction (e.g., Potts et al. 2010). As seen 
here, once conjunction is allowed on equal footing in a weighted grammar, it is evident that the 
function of constraint conjunction is not the same as mere additivity, and that the differences run 
beyond noted ones of co-reference (e.g., Pater 2016). 
 It is possible that embedding conjunction into Harmonic Grammar will finally point to-
wards a solution for the long-cited problem that constraint conjunction lacks an associated learna-
bility model. If a learner sees enough weight of evidence that there are cumulative effects from 
additive constraint interactions, then a separate and independent conjunction can be posited, with 
the result of reducing the extreme values of simplex constraints in favor of a grammar with justi-
fiably more complex parameters that lead to better accuracy, as measured by hypothesis (i.e., 
model) comparison. Thus, additive cumulativity in Harmonic Grammar can potentially guide the 
learning of weighted constraint conjunction for super-additive effects. 
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